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Abstract

With the rise of Large Language Models (LLMs), it has be-
come crucial to understand their capabilities and limitations
in deciphering and explaining the complex web of causal re-
lationships that language entails. Current methods use either
explicit or implicit causal reasoning, yet there is a strong need
for a unified approach combining both to tackle a wide array
of causal relationships more effectively. This research pro-
poses a novel architecture called Context-Aware Reasoning
Enhancement with Counterfactual Analysis (CARE-CA) to
enhance causal reasoning and explainability. The proposed
framework incorporates an explicit causal detection module
with ConceptNet and counterfactual statements, as well as
implicit causal detection through LLMs. Our framework goes
one step further with a layer of counterfactual explanations
to accentuate LLMs’ understanding of causality. The knowl-
edge from ConceptNet enhances the performance of multiple
causal reasoning tasks such as causal discovery, causal iden-
tification, and counterfactual reasoning. The counterfactual
sentences add explicit knowledge of ‘not caused by’ scenar-
ios. By combining these powerful modules, our model aims
to provide a deeper understanding of causal relationships,
enabling enhanced interpretability. Evaluation of benchmark
datasets shows improved performance across all metrics, such
as accuracy, precision, recall, and F1 scores. We also present
CausalNet, a novel dataset specifically curated to benchmark
and enhance the causal reasoning capabilities of LLMs. This
dataset is accompanied by code designed to facilitate further
research in this domain.

Introduction
As Large Language Models (LLMs) play an increasingly
central role in technology, their ability to understand and
logically navigate causal relationships becomes essential
since they impact the trust their users have on them.
(Kıçıman et al. 2023) This skill is paramount for refining
the depth and applicability of LLMs in complex scenarios,
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driving advancements that hinge on nuanced interpretations
of cause and effect.

“My body cast
a shadow over

the grass.”

“The sun
was rising.”

“The grass
was cut.”

Correct
Hypothesis

cause not cause

Figure 1: Causal reasoning without CARE-CA: Given the
premise “My body cast a shadow over the grass.”, the left
hypothesis, “The sun was rising,” should be identified as the
cause to arrive at the correct hypothesis conclusion.

Given the growing reliance on AI systems to make conse-
quential, mission-critical decisions, we need to enhance the
causal reasoning capabilities of LLMs. Prior research (Weng
et al. 2023; Zhang et al. 2023) has revealed significant lim-
itations in LLMs’ causal reasoning capabilities. While they
may mimic causal language, most need a genuine compre-
hension of causal mechanisms. This is concerning as it could
propagate misinformation or lead to unreliable predictions.
Bridging this causal reasoning gap is an active area of re-
search.

Enhancing the causal reasoning capabilities of LLMs
can significantly impact their reliability and trustworthiness
across many applications. A more robust causal understand-
ing of LLMs could improve healthcare and public policy
decision-making (Peña et al. 2023). It also promises to en-
hance interpretability and transparency.

However, prevailing approaches need help with flexibil-
ity and depth of causal inference. This work investigates
whether these advanced models, like BERT (Devlin et al.
2018), RoBERTa (Liu et al. 2019), XLM-RoBERTa (Con-
neau et al. 2019), ALBERT (Lan et al. 2019), DeBERTa (He
et al. 2020), Llama 2 (Touvron et al. 2023), T5 (Raffel et al.
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“My body cast a
shadow over the grass.”

“The sun
was

rising.”

“The grass
was cut.”

Correct Hypothesis

“ConceptNet Integra-
tion: ‘Shadows’ related

to ‘light source’.”

“Contextual Prompting:
Hypotheses contextual-
ized with time of day.”

“Counterfactual
Reasoning: ‘What if no
light source?’ scenario.”

“Improved Causal
Reasoning: Correct

hypothesis identified
with context and
counterfactuals.”

cause not cause

Figure 2: Causal Reasoning Enhanced with CARE-CA:
Starting from a premise, causal hypotheses are evaluated. In-
tegration of external knowledge from ConceptNet enhances
understanding. Contextual prompting adapts hypotheses to
the time of day. Counterfactual reasoning explores alterna-
tive scenarios. Improved causal reasoning is achieved by in-
corporating context and counterfactuals, leading to the iden-
tification of the correct hypothesis.

2020), Mistral (Jiang et al. 2023), GPT-3.5 (OpenAI 2024),
and Gemini Pro (Team et al. 2023), can truly grasp and ar-
ticulate causal relationships, a cornerstone in the journey to-
wards Artificial General Intelligence (AGI). We explore this
through a blend of theoretical analysis and empirical inves-
tigation, focusing on the capability of LLMs to comprehend
and articulate causality in the literal sense.

Building on this foundation, we introduce the CARE-
CA framework, a novel architecture designed to amplify
the causal reasoning competence of LLMs. The CARE-
CA framework is distinct in its use of explicit knowledge
integration from resources like ConceptNet (Speer, Chin,
and Havasi 2017) and implicit reasoning patterns derived
from models such as BERT. This dual approach bridges the

gap between knowledge-driven and data-driven inference. It
enhances the model’s performance across four critical do-
mains of causal reasoning: Causal Relationship Identifica-
tion, Causal Discovery, Causal Explanation, and Counter-
factual Reasoning.

We present a comprehensive suite of evaluation metrics,
including accuracy, F1, precision, recall, and human eval-
uation, to assess and compare the performance of existing
LLMs against our proposed CARE-CA framework. Further-
more, we introduce a new dataset, CasualNet, which, we ex-
perimentally demonstrate, boosts LLMs’ causal reasoning
ability. CasualNet is poised to serve as a benchmark for fu-
ture advancements in this field, providing a rigorous testing
ground for emerging AI models.

By uniting explicit and implicit causal modules alongside
contextual and counterfactual enhancements, this research
nudges LLMs towards improved causal reasoning — a piv-
otal step in unraveling AI’s black box and realizing more
trustworthy, explainable systems.

Related Work
Prior research has explored various approaches to under-
stand and enhance causal reasoning capabilities of LLMs.
There have been claims that LLMs can only mimic causal
language and they lack genuine causal understanding, call-
ing them “causal parrots” (Zečević et al. 2023). So, assessing
the ability of LLMs to answer causal questions, discussing
their strengths and weaknesses is vital. To this end, we fur-
ther explore the potential of integrating explicit and implicit
causal modules to improve LLM performance (Zhang et al.
2023), This is a key principle underlying our CARE-CA
framework.

One remarkable work is the CRAB benchmark (Romanou
et al. 2023), which evaluates the ability of LLMs to infer
causal relationships between real-world events. The authors
found that while LLMs can perform well on certain causal
reasoning tasks, they struggle with more complex scenarios
that require a deeper understanding of causality.

Another work showed that LLMs can infer causation from
correlation, a crucial skill for causal reasoning (Jin et al.
2023b). Their findings suggest that while LLMs can learn
some causal patterns, they often fail to distinguish between
causal and non-causal relationships, highlighting the need
for more targeted approaches.

Additionally, (Jin et al. 2021) explored the impact of the
causal direction of data collection on the performance of
LLMs in causal reasoning tasks. They found that models
trained on data with a specific causal direction perform bet-
ter on tasks that align with that direction, underscoring the
importance of dataset design in causal reasoning research.
These studies provide a solid foundation for understanding
the current state of causal reasoning in LLMs.

Given the widespread implications of LLM causal reason-
ing capabilities, we aim to enhance the effectiveness of all
four aspects of causal reasoning in addition to the LLM eval-
uation work done before (Zhuang et al. 2023). Our method
will specifically focus on enhancing the causal reasoning
by incorporating explicit knowledge from knowledge graphs
such as ConceptNet.
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While various past works have demonstrated the superior
performance of GPT-3.5 and Gemini Pro in certain causal
reasoning tasks, their work did not provide a concrete archi-
tecture to enhance these capabilities. In contrast, our CARE-
CA framework goes a step further by proposing a novel
hybrid approach that combines explicit causal knowledge
from resources like ConceptNet introduced by (Speer, Chin,
and Havasi 2017) with the implicit reasoning capabilities of
LLMs.

Contributions: CARE-CA aims to provide a more com-
prehensive and effective solution for tackling a wider array
of causal reasoning tasks by incorporating counterfactual
reasoning and contextual prompting. Unlike previous meth-
ods that either relied on explicit or implicit causal reason-
ing, CARE-CA’s unique integration of these two comple-
mentary approaches sets it apart, allowing for a more robust
and flexible causal understanding. This distinction enables
CARE-CA to potentially outperform existing techniques in
tasks such as causal relationship identification, counterfac-
tual reasoning, and causal discovery, as demonstrated in our
experimental evaluation.

Furthermore, our methodological advancements are
showcased through the development and utilization of the
CausalNet dataset, specifically designed to benchmark and
refine the causal reasoning capabilities of LLMs. By focus-
ing on the four key aspects of causal reasoning—Causal Re-
lationship Identification, Counterfactual Reasoning, Causal
Discovery, and Causal Explanation—CARE-CA represents
a comprehensive approach to enhancing LLMs’ causal rea-
soning faculties.

Approach
Our approach combines the explicit, structured causal rea-
soning of ConceptNet knowledge graphs coupled with coun-
terfactual sentences to improvise the causal understanding
of LLMs. This novel architecture aims to surpass traditional
decoder or encoder-only models by leveraging the rich se-
mantic knowledge base of ConceptNet with advanced con-
textual inference capabilities and ‘alternate scenarios’ of the
contextual sentences to further aid the LLMs in understand-
ing the causality of scenarios. The combination of the above
provides relevant contextual information for the LLMs to
understand the causal reasoning in question. We carry out a
single variable test comparing the performance (X and Y) on
CARE-CA using accuracy, recall, precision and F1 scores.

We illustrate the components of CARE-CA in Figure 3
and expand on the critical components briefly.

1. Contextual Knowledge Integrator (CKI) enriches the
AI’s reasoning process with relevant external knowledge
graph - ConceptNet, providing a deep contextual backdrop
against which causal relationships can be examined.

2. Counterfactual Reasoning Enhancer (CRE) intro-
duces hypothetical ‘what-if’ scenarios to test and refine the
AI’s causal inferences, ensuring that identified causal links
are robust and not merely correlational.

3. Context-Aware Prompting Mechanism (CAPM)
crafts tailored prompts that encapsulate enriched context and
counterfactual insights, directing LLMs toward more precise
and accurate causal reasoning.

The CARE-CA framework’s unique strength lies in its
seamless integration of structured knowledge from Con-
ceptNet with the contextual understanding capabilities of
LLMs. We extract relevant concepts and causal relationships
from ConceptNet based on the input scenario. The extracted
knowledge is transformed into natural language statements
and embedded into the context provided to the LLM. Then,
we generate counterfactual scenarios using ConceptNet in-
formation to encourage more robust causal reasoning. To il-
lustrate, consider this example:

Input scenario: ”After heavy rain, the streets were
flooded.”

The following steps are then undertaken:

1. ConceptNet extraction: Relevant concepts (rain, flood,
street) and relationships (Rain CapableOf CauseFlood-
ing) are extracted.

2. Contextual embedding: We add context like ”Rain is ca-
pable of causing flooding, especially in urban areas with
poor drainage.”

3. Counterfactual enhancement: We introduce a counterfac-
tual scenario such as ”If the city had better drainage sys-
tems, would the streets still flood after heavy rain?”

This integrated approach combines structured, explicit
causal knowledge from ConceptNet with the flexible,
context-aware reasoning of LLMs, resulting in more ro-
bust and nuanced causal reasoning capabilities. We evaluate
CARE-CA’s performance using accuracy, recall, precision,
and F1 scores in a single variable test.

To provide readers with additional context, we provide an
example of a prompt for COPA Dataset below:

Input: “Shadows are formed when a light source illu-
minates an object, creating a dark area on the opposite
side. Given that ‘My body cast a shadow over the grass,’
which hypothesis seems more plausible based on the
understanding of shadows?

Counterfactual statement: “If the grass were on fire,
my shadow would have been the least of my concerns.”

Hypothesis 1: ‘The sun was rising.’ (providing the light
that cast the shadow)

Hypothesis 2: ‘The grass was cut.’ (which is a condition
unrelated to shadow formation)

Datasets
To develop and evaluate our CARE-CA framework, we em-
ploy six distinct datasets. Each dataset serves a specific func-
tion within our research, ranging from training the model’s
causal reasoning capabilities to evaluating its performance
in various causal reasoning tasks. All experiments were per-
formed with a dataset split of 75%-25% for train and test
sets, and 3 runs were conducted for each dataset-model com-
bination. We evaluated 5 LLMs - GPT-3.5, Mistral 7b, Gem-
ini Pro, Llama 2, T5 using 5 datasets - COPA, Timetravel,
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Input: LLM
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Enhanced LLM
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Test on
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Output: Causal
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Performance

Figure 3: Enhancing LLM Causal Understanding via Structured Knowledge and Counterfactuals: This approach integrates
ConceptNet knowledge graphs and ’what-if’ scenarios to improve LLMs’ causal reasoning, using CKI, CRE, and CAPM to
boost performance on causal benchmarks like CARE-CA.

CLadder, Com2sense and e-care, and then compared the
above LLMs with our proposed method CARE-CA.

Dataset(s) for Causal Relationship Identification
(CRI):
• CLadder and Com2Sense: Composition: Derived from

narrative texts, these datasets are crafted to pinpoint ex-
plicit causal links within a narrative context.
Purpose: They provide foundational training for the
model’s explicit causal reasoning abilities, allowing it
to recognize and understand causal relationships within
complex text structures.

Dataset(s) for Counterfactual Reasoning (CR):
• TimeTravel: Composition: This dataset presents hypo-

thetical scenarios that challenge the model to reason
about events that did not occur.
Purpose: It is crucial for enhancing the model’s coun-
terfactual reasoning, teaching it to contemplate different
possibilities and their implications.

Dataset(s) for Causal Discovery:
• COPA and e-care: Composition: COPA focuses on sce-

narios that require understanding potential outcomes and
alternate realities, while e-care contains medical narra-
tives that add domain-specific intricacies.
Purpose: These datasets are utilized to challenge the
model in discovering underlying causal mechanisms
within varied and domain-specific contexts.

Each dataset contributes uniquely to the robustness of
the CARE-CA framework, ensuring comprehensive cover-
age across the spectrum of causal reasoning tasks.

Proposed Dataset
We also propose a new dataset called CausalNet which is
carefully designed to facilitate causal reasoning and coun-
terfactual analysis research1. Comprising 1000 carefully cu-
rated scenarios, this dataset presents a diverse set of causal
and counterfactual questions, allowing researchers to ex-
plore the intricacies of cause-and-effect relationships in var-
ious contexts.

Each entry in CausalNet consists of the following compo-
nents:

Context: A detailed narrative context provides the back-
drop for each scenario. These narratives describe situations

1https://github.com/swagata15/causal-reasoning

where multiple events or factors coincide, potentially influ-
encing outcomes. The contexts are designed to be realistic
and thought-provoking, setting the stage for causal reason-
ing and counterfactual exploration.

Causal Questions: For each scenario, a set of causal
questions is provided to challenge the models’ abilities in
causal reasoning. These questions are categorized into two
main types:

Cause-Effect Questions: These questions prompt mod-
els to identify less obvious factors that may have contributed
to observed outcomes. Models must discern the subtle inter-
play of various events or conditions in determining the out-
come.

Counterfactual Questions: Counterfactual questions ex-
plore how changes in the scenario’s main cause might im-
pact the outcome. Models are evaluated based on their ca-
pacity to predict the consequences of hypothetical alter-
ations to the causal factor.

Choices and Answers: Each question is accompanied
by a set of choices, one designated as the correct answer.
For cause-effect questions, the choices represent potential
influencing factors, while for counterfactual questions, the
choices depict possible outcomes under different circum-
stances. The correct answers are carefully labeled to facil-
itate evaluation.

CausalNet was meticulously constructed using a multi-
step process to ensure its quality and relevance.

1. Initial Generation: We utilized GPT-4’s advanced lan-
guage capabilities to generate an initial set of 1,500 sce-
narios. Each scenario was designed to include a context,
causal questions, and counterfactual questions.

2. Prompt Engineering: We used the following prompt:
Develop a dataset composed of entries that challenge
and enhance machine learning models’ understanding of
causal relationships and counterfactual reasoning across
various domains. Each entry in the dataset should follow
this structure: “Context”: A detailed description of a sce-
nario that outlines a complex situation involving causal
relationships. “Questions”: A set of questions focusing
on (1) identifying causal effects within the context and
(2) exploring counterfactual scenarios, with multiple-
choice answers to infer the model’s reasoning capabili-
ties.

3. Filtering and Refinement: The initial set was filtered
down to 1,000 high-quality scenarios. This process in-
volved removing duplicates, overly simplistic scenarios,
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and those with ambiguous causal relationships. Causal-
Net is designed to bridge the gap between academic
causal reasoning tasks and real-world applications. It
covers a wide range of fields, mirroring the complexity of
real-world causal reasoning tasks in areas such as health-
care, policy-making, and business decision-making. The
richness of the dataset is ensured by adding many sce-
narios that require multi-step causal inference, simulat-
ing the complexity of real-world problem-solving. The
dataset also incorporates subtle contextual cues that in-
fluence causal relationships, reflecting the nuanced na-
ture of real-world causality. Scenarios often conclude
with questions about potential interventions or decisions,
aligning with practical applications of causal reasoning
in fields like management and public policy. This tests
LLMs on their practical decision-making ability.

4. Verification Process: Due to the AI-generated nature of
CausalNet, we employed a stringent human verification
process to ensure that the dataset meets the highest aca-
demic standards. All authors of this research effort re-
viewed a subset of the scenarios for logical consistency
and real-world relevance. Based on feedback, we itera-
tively refined the dataset, adjusting scenarios and ques-
tions to improve clarity and causal validity. We tested the
refined dataset against existing causal reasoning bench-
marks to ensure its uniqueness and added value to the
field.

Results
The performance was quantitatively assessed through mean
accuracy, precision, recall, and F1 scores which is illustrated
in Figure 4.

Causal Discovery
We examine CARE-CA’s capability to unearth hidden or
implicit causal relationships within complex scenarios. Our
method showcased superior accuracy (76%) on the COPA
dataset, emphasizing the framework’s strength in integrat-
ing contextual and counterfactual insights to uncover under-
lying causal mechanisms. Interestingly, GPT-3.5 and Gem-
ini Pro also performed well, with accuracies of 73.3%
and 70.1%, respectively, indicating their potential in learn-
ing causal patterns. The lower performance of models like
XLM-RoBERTa and DeBERTa, with accuracies of 53.2%
and 51.8%, respectively, could stem from their less effective
handling of the dataset’s counterfactual and causal scenarios
without specific fine-tuning.

On the Ecare (Du et al. 2022) dataset, our method also
performed well with 85.9% accuracy, compared to the next
closest decoder model performance of T5 at 84%.

Causal Relationship Identification
The objective is to assess CARE-CA’s proficiency in recog-
nizing explicit causal links within narrative contexts. On the
Cladder (Jin et al. 2023a) dataset, the CARE-CA model led
with a standout performance, achieving a 63% accuracy, in-
dicating its strong capability to identify causal relationships.

The decoder model T5 highlighted its proficiency with a bal-
anced performance, showcasing the effectiveness of its de-
coding capabilities in causal reasoning tasks.

On the Com2sense (Singh et al. 2021) dataset, the de-
coder models encountered diverse challenges, with CARE-
CA again leading at 67.1% accuracy, suggesting its consis-
tent ability to navigate causal reasoning tasks.

On our CausalNet dataset, CARE-CA’s remarkable ac-
curacy of 94.6% sets a high benchmark, emphasizing the
model’s superior causal reasoning capabilities. The T5 de-
coder model mirrored this high performance with a 94.2%
accuracy, showcasing the strength of decoder architectures
in extracting and interpreting causal relationships from data.
4b illustrates the performance of the CARE-CA model
across multiple datasets. It is clear that the model demon-
strates strong performance observed on CausalNet.

Counterfactual Reasoning
Here we test CARE-CA’s ability to reason with hypothetical
scenarios and their implications for understanding potential
outcomes. The timetravel dataset (Qin et al. 2019), focused
on counterfactual reasoning, highlighted models’ challenges
in understanding hypothetical scenarios. The Gemini Pro
and Llama models scored 38.4% and 24.2%, respectively,
suggesting that despite their extensive training data, they
might struggle with tasks requiring deep counterfactual in-
ference, underscoring the importance of specialized train-
ing or prompting for such tasks.T5 and GPT 3.5 mod-
els performed well with 61.7% and 63.2% respectively.
Our method got a slight jump in accuracy from the best-
performing decoders; however, due to information overload,
it could not compete with relatively more straightforward
encoders such as ALBERT with 68% accuracy.

The CARE-CA framework demonstrated superior perfor-
mance across various causal reasoning tasks compared to
traditional LLMs. This exceptional performance (94.6% ac-
curacy) on our novel CausalNet dataset shows robustness in
handling diverse causal reasoning tasks, effective integration
of explicit knowledge and counterfactual reasoning in real-
world scenarios, and the ability to generalize causal under-
standing across various contexts.

The hybrid approach of combining explicit knowledge
(ConceptNet) with implicit reasoning (LLMs) creates a
more comprehensive causal understanding while the inclu-
sion of counterfactual reasoning allows for more robust
causal inferences and hypothesis testing. CARE-CA’s archi-
tecture enables better adaptation to different contextual nu-
ances in causal scenarios. The framework effectively man-
ages the trade-off between leveraging external knowledge
and avoiding information overload.

Remark: The observed performances underscore the
complexity of causal reasoning tasks and the varying abili-
ties of models to address them. The CARE-CA framework’s
superior performance across several tasks suggests that its
hybrid approach, which leverages explicit causal knowl-
edge and counterfactual reasoning, significantly enhances
causal inference capabilities. LLMs exhibit strong founda-
tional abilities in causal reasoning, likely benefiting from
their diverse pre-training. However, tasks requiring nuanced
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(a) CausalNet dataset enhances performance across all models. T5
shows highest improvement with 94.2% accuracy. Results suggest
CausalNet’s effectiveness in boosting causal reasoning capabilities.

(b) CARE-CA model excels in causal reasoning across datasets and
tasks. On CausalNet, it achieves 94.6% mean accuracy, demonstrat-
ing superior performance in diverse causal contexts.

Figure 4: Performance comparison of causal reasoning models across datasets, highlighting the effectiveness of the CausalNet
dataset and the CARE-CA model.

understanding or domain-specific knowledge, such as coun-
terfactual reasoning and causal explanation, highlight the
limitations of LLMs and the value of specialized training
or frameworks like CARE-CA.

Conclusion & Future Work
We present the CARE-CA framework as a significant ad-
vancement in enhancing the causal reasoning capabilities
of large language models (LLMs). By integrating explicit
knowledge from ConceptNet and employing counterfactual
reasoning, CARE-CA bridges the gap between data-driven
and knowledge-driven causal inference, offering a robust so-
lution for various causal reasoning tasks. The evaluation on
multiple datasets, including the newly introduced Causal-
Net, demonstrates that CARE-CA consistently outperforms
traditional LLM approaches in accuracy, precision, recall,
and F1 scores. This work not only contributes to the field of
causal reasoning in AI but also paves the way for more in-
terpretable and reliable AI systems. Our system works well
under restrictive token constraints.
Future Directions: These results pave the way for further
research into hybrid models that combine the breadth of
knowledge from resources like ConceptNet with the depth
of understanding inherent in LLMs. Fine-tuning strategies,
domain-specific model adaptations, and developing more
comprehensive benchmarks like CausalNet are promising
areas for future exploration. Future research can further fo-
cus on expanding the multilingual capabilities of CARE-CA
and further optimizing the framework to enhance its appli-
cability across diverse domains and complex scenarios.

Limitations
In our research on the efficacy of causal reasoning in LLMs
through the CARE-CA framework, we encountered several
limitations that highlight areas for future exploration and im-

provement. Firstly, we were able to run CARE-CA only on
best performing decoders of each dataset and compare the
results. The comparison of CARE-CA on all decoders as
well as on all encoders was a challenge due to computational
resource constraints. Secondly, our focus on English limits
the generalizability of our findings across languages and cul-
tures; this opens a door for a need for multilingual datasets
and cross-cultural validation. The challenge of applying our
general causal reasoning framework effectively in domain-
specific scenarios, such as those presented in the e-care
dataset, indicates an opportunity for refining its adaptabil-
ity to specialized fields. Additionally, the significant com-
putational resources required by the CARE-CA framework
may limit accessibility for those with constrained computa-
tional budgets, pointing to a need for optimization strategies.
While CARE-CA enhances interpretability in causal rea-
soning tasks, further research is required to improve trans-
parency and explain the model’s reasoning processes, es-
pecially for non-expert users. These limitations underscore
the necessity for ongoing research to enhance the efficacy,
inclusiveness, and applicability of causal reasoning models
and invite the broader research community to address these
challenges collaboratively.

Ethics Statement

Ethical considerations are paramount in research, particu-
larly when LLMs are involved. We have strived to prevent
the propagation of bias within CausalNet, the dataset we in-
troduced in this work, by carefully curating and filtering the
data to mitigate the inclusion of sensitive or discriminatory
content. Furthermore, we have committed to transparency
regarding the dataset’s origins and potential implications,
acknowledging the ethical responsibilities of conducting re-
search with LLMs.
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Experiment Dataset Model Mean Accuracy Mean F1 Mean Precision Mean Recall

Causal Discovery COPA

CARE-CA 76.0 82.3 1.0 78.1
BERT 69.2 66.3 70.0 68.6
RoBERTa 57.2 56.2 58.3 61.1
XLM-RoBERTa 53.2 47.0 52.1 56.2
ALBERT 62.2 63.1 64.0 66.2
DeBERTa 51.8 0.0 0.0 0.0
Llama2 62.4 56.0 87.0 68.0
T5 53.5 1.0 54.0 70.0
Mistral 67.2 67.2 1.0 87.1
GPT-3.5 73.3 78 1.0 87.5
Gemini Pro 70.1 1.0 70.1 82.4

Ecare

CARE-CA 85.9 88.8 84.6 82.9
BERT 50 39.4 66 47.6
RoBERTa 49.7 51.5 50.8 73.1
XLM-RoBERTa 48.2 58.7 46.7 84.2
ALBERT 47.7 41.4 50.9 57.7
DeBERTa 46.6 63.6 46.6 100.0
Llama2 62.2 60.0 63.8 56.7
T5 84 84.8 80.5 89.6
Mistral 50 49.9 50 49.9
GPT-3.5 77.8 75.9 83.3 69.7
Gemini Pro 67.8 63.0 74.4 54.5

Counterfactual Reasoning Timetravel

CARE-CA 69.4 40.1 20.2 13.5
BERT 56.3 6.0 11.0 5.0
RoBERTa 68.7 3.0 9.0 2.0
XLM-RoBERTa 56.9 5.0 10.0 3.0
ALBERT 68 6.0 11.2 4.0
DeBERTa 58.1 6.0 11.0 4.0
Llama2 24.2 1.0 1.0 5.0
T5 63.2 19.1 12.7 38.2
Mistral 27.5 2.0 1.0 6.0
GPT 3.5 61.7 8.0 5.0 14.7
Gemini Pro 38.4 17.4 10.2 57.3

Causal Reasoning Identification Cladder

CARE-CA 63.0 62.5 61.9 62.5
BERT 53.0 48.6 52.3 52.4
RoBERTa 50.3 65.2 50.3 100.0
XLM-RoBERTa 49.5 64.3 49.5 99.3
ALBERT 49.4 46.2 40.5 68.9
DeBERTa 49.8 22.1 18.0 33.2
Llama2 48.0 60.0 47.0 82.0
T5 60.0 59.0 59.0 59.0
Mistral 51.0 59.0 52.0 70.0
GPT 3.5 52.0 54.0 53.0 55.0
Gemini Pro 59.0 65.0 57.0 76.0

Com2sense

CARE-CA 67.1 28.6 25.7 32.3
BERT 44.6 59.2 44.9 96.0
RoBERTa 45.5 1.0 3.0 1.0
XLM-RoBERTa 50.4 51.4 45.0 60.0
ALBERT 51.2 35.0 25.0 30.0
DeBERTa 45.3 60.0 45.6 96.5
Llama2 50 20.0 10.0 13.3
T5 65.4 63.4 46.2 53.4
Mistral 54.3 69.1 71.7 70.4
GPT 3.5 62.8 23.2 30.4 28.0
Gemini Pro 65.8 25.2 31.6 28.0

CasualNet

CARE-CA 94.6 95.4 95 95.4
BERT 39.0 21.8 15.2 39.0
RoBERTa 38.0 20.9 14.4 38.0
XLM-RoBERTa 37.5 20.4 14.9 37.5
ALBERT 33.8 19.3 27.2 33.8
DeBERTa 33.5 25.8 22.0 33.5
Llama2 27.3 23.8 51.3 27.3
T5 94.2 94.5 95.0 94.2
Mistral 36.8 29.2 60.9 36.8
GPT 3.5 70.3 70.9 84.6 70.3
Gemini Pro 79.5 80.0 83.8 79.5

Table 1: The table summarizes performance metrics of encoders and decoders on three different tasks including causal discov-
ery, counterfactual reasoning, and causal reasoning identification
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